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Chapter 1

Introduction

Numerical methods for underground �ow simulations attract great interest in the scienti�c commu-

nity. In geophysical sciences, taking advantage from an increased and easily available computational

power, several problems not considered in the past have been tackled. There are many practical

contexts where e�ective �ow simulations in underground fractured media are strategic. These

include geothermal applications, protection of water resources, Oil&Gas enhanced production and

geological waste storage. Regardless of the application, they all share the demand for high accuracy

and reliability in the results. Unfortunately, due to the high uncertainty in assessing underground

data, a large number of simulations is needed to provide a statistically robust estimation of the

required quantities.

In this work, the context considered is the simulation of the hydraulic head distribution

in the subsoil. The physical components of the problem are the rock matrix and its fractures.

One approach present in the scienti�c literature is by using "Discrete Fracture Networks" (DFN)

[35, 39, 50, 54]. In such a model, and in contrast to a "continuous approach", the fractures are

considered as discrete 2D domains with a much higher permeability than the surrounding matrix.

These plane fractures are generated randomly following geotechnical parameters, and intersect each

other in 1D segments called "traces".

In some cases the rock matrix is considered impervious due to its much lower permeability, and

hence it is left out of the analysis, since subsurface �ow will be mostly determined by the fracture

distribution. These pure DFN problems are characterized by huge geometrical complexities forming

an intricate network of intersections. The main challenge lies in obtaining the mesh, which usually

requires a very considerable computational e�ort for any slightly complex DFN. Standard numerical

1



Chapter 1. Introduction 2

methods demand for a 'conforming mesh', which means that meshes on di�erent fractures should

be compatible with each other, thus imposing severe constraints on the meshing process that can't

be done independently for each fracture and usually require an iterative process.

Over the last decade, there has been a great development of numerical methods to tackle the

problem of e�cient �ow simulations of realistic DFNs. The complexity of DFN �ow simulations is

reduced in [51, 52] by removing the unknowns in the interior of the fractures, reducing the dimension

of the problem and rewriting it at the interfaces. By using eXtended Finite Element (XFEM), mesh

conformity between fractures is no longer required ([40]). In [18, 20�23], an optimization approach is

proposed which also avoids the need for conformity and instead the problem is solved by minimizing

a functional. In recent times, techniques as the Mimetic Finite Di�erence method (MFD) [11, 48]

have been used for �ow simulations in DFNs by [3, 5], as well as the recently introduced Virtual

Element Method (VEM) [9, 10, 28]). This method was applied in [13�15], where advantage is taken

from the �exibility of virtual elements to easily generate a conforming polygonal meshes. Another

approaches include classic Finite Elements [4], gradient schemes [26], upscaling [45], multi-point

�ux approximation [1, 58] and the Finite Volume Method [38, 56].

The use of a mixed formulation in DFN simulations is a widely common choice, for the possi-

bility of a direct computation of the �ux variable velocity [2, 3, 5, 34, 46, 49, 55, 60]. Conservation

of mass is strongly enforced in a mixed formulation, so that the accuracy is very good when ap-

proximating the �ux variable. This is particularly important when this information is to be used

as the underlying convection �eld of an advection-di�usion process of a passive scalar, e.g. when

studying the concentration of a certain pollutant.

Lately, and due to the large advances in simulating complex DFNs, there has been a trend

towards including the rock matrix in the simulation. For instance, in [19] a 3D simulation of porous

media and embedded fractures is solved using a constrained minimization approach for a combined

primal FEM and BEM (Boundary Element Method) discretization, lowest order mixed VEM in

[43] and a 3D primal VEM approach was used to impose matching conditions between 3D blocks

and 2D fractures in [17].

The main topic of this thesis is to combine and extend what was put forward in [15] and [16],

by taking the globally conforming approach of the former work combined with the mixed VEM

discretization of the latter. It is organized as follows: in Chapter 2 the formulation for the problem

at hand is presented. Chapter 3 is devoted to providing a description of the mixed formulation of the

Virtual Element Method for general second order elliptic equations and for hybrid 3D-2D domains.
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A guide for the implementation of the method is given afterwards, in Chapter 4, including meshing

process, computational details and constraint impositions. Next, the main original component and

longest part of the thesis consisting of numerical results is contained in Chapter 5, where convergence

is studied for 3D problems, where also pure DFN problems and hybrid problems are solved and

their results analysed. The work ends with some concluding remarks in Chapter 6.



Chapter 2

Problem formulation

2.1 Problem statement

In this work the focus will be put on solving a second order elliptical di�erential equation over a

domain Ω ⊂ Rd, with d = 2, 3. The boundary ∂Ω is divided in ∂Ω = ΓD ∪ ΓN , that stand for

Dirichlet and Neumann boundaries respectively, and n̂ is the outward pointing normal vector to

the boundary. The data for the problem consists of a smooth positive de�nite symmetric tensor

a(x) ≥ a0 > 0 for all x, a smooth vector valued function b and a smooth real valued function c.

Thus, the strong form of the problem is stated as: �nd P ∈ C2(Ω) ∩ C(Ω) such that

∇ · (−a(x)∇P (x) + b(x)P (x)) + c(x)P (x) = f(x) ∀x ∈ Ω,

P (x) = g(x) ∀x ∈ ΓD,

(−a(x)∇P (x) + b(x)P (x)) · n̂ = h(x) ∀x ∈ ΓN ,

(2.1.1)

where f(x) ∈ C(Ω), g(x) ∈ C(ΓD) and h(x) ∈ C(ΓN ) and the notation '∇·' represents the

divergence operator. Besides the usual Lebesgue space L2(Ω) of square-integrable functions, the

following Sobolev spaces are needed in the following:

H(div,Ω) := {v ∈
[
L2(Ω)

]d
: ∇ · v ∈ L2(Ω)},

HΓN,h
(div,Ω) := {v ∈ H(div,Ω) : v · n̂|ΓN

= h},

HΓN,0
(div,Ω) := {v ∈ H(div,Ω) : v · n̂|ΓN

= 0},

4



Chapter 2. Problem formulation 5

where n̂ represents the outward unitary normal vector of ΓD. The values on ΓN of functions in

H(div,Ω) are de�ned using density arguments of the trace operator de�ned on test functions, to

obtain the continuous normal component trace mapping η : H(div,Ω) → L2(ΓN ). Inner prod-

ucts for these spaces will be denoted with the (·, ·) notation and norms in the Sobolev spaces Hk

will be denoted by ||.||k,X where the subscripts will indicate the corresponding space and domain

respectively. (Notation: L2 := H0). In physical terminology, (2.1.1) is known as the stationary

reaction-convection-di�usion equation.

By setting ν := a−1, β := νb and introducing the �ux variable u := −a∇P + bP , (2.1.1) can

be rewritten as

∇ · u(x) + c(x)P (x) = f(x) ∀x ∈ Ω,

P (x) = g(x) ∀x ∈ ΓD,

u(x) · n̂ = h(x) ∀x ∈ ΓN ,

(2.1.2)

In order to deal with non homogeneous Neumann boundary conditions, we de�ne u = û + u0

with û ∈ HΓN,h
and u0 ∈ HΓN,0

. Finally, by multiplying the strong form (2.1.2) by test functions

v ∈ HΓN,0
and Q ∈ L2(Ω), the variational form of the problem is obtained:

Find u0 ∈ HΓN,0
(div,Ω) and P ∈ L2(Ω) such that

(νu0,v)2,Ω − (P,∇ · v)2,Ω − (β · v, P )2,Ω = (v · n̂, g)2,ΓD
− (νû,v)2,Ω, ∀v ∈ HΓN,0

(div,Ω),

(∇ · u0, Q)2,Ω + (cP,Q)2,Ω = (f,Q)2,Ω − (∇ · û, Q)2,Ω, ∀Q ∈ L2(Ω),

(2.1.3)

where f(x) ∈ L2(Ω), g(x) ∈ L2(ΓD) and h(x) ∈ L2(ΓN ). The bilinear forms for this problem

are a(u,v) := (νu,v)2,Ω and b(P,v) := (P,∇ · v)2,Ω. A problem with pure Neumann boundary

conditions requires a compatibility condition for well-posedness and the solution is only de�ned up

to a constant for the pressure variable (if no reaction term is present). In any case, generalizations

to other boundary conditions are straightforward. Classical results for this problem hold, in the

sense that for su�ciently regular data and geometry, the variational problem (2.1.3) is well posed

[24].

For a particular application we can consider the case of single-phase �ow in porous media in

the presence of lower-dimensional geometrical entities (which in the context of this work context

will be 2D planes in 3D domains), modeled by means of Darcy's law. In that case, there are no

convection nor reaction term, and the positive de�nite di�usion tensors a represents the ratio of

permeability of the medium and the viscocity of the �uid. The strong and variational forms in this

case, considering the same hipothesis and notation as before, are as follows:
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u(x) = −a∇P (x) ∀x ∈ Ω,

∇ · u(x) = f(x) ∀x ∈ Ω,

P (x) = g(x) ∀x ∈ ΓD,

u(x) · n̂ = h(x) ∀x ∈ ΓN ,

(2.1.4)

Find u0 ∈ HΓN,0
(div,Ω) and P ∈ L2(Ω) such that

(νu0,v)2,Ω − (P,∇ · v)2,Ω = (v · n̂, g)2,ΓD
− (νû,v)2,Ω ∀v ∈ HΓN,0

(div,Ω),

(∇ · u0, Q)2,Ω = (f,Q)2,Ω − (∇ · û, Q)2,Ω ∀Q ∈ L2(Ω),

(2.1.5)

2.2 Mixed dimensional coupling

In this work we will focus only on the intermensional coupling between 3D elements and 2D planar

fractures. It is possible to extend this quite straightforwardly by adding the interaction between

2D fractures and the segments de�ned by their intersection (called 'traces'). Furthermore, intersec-

tion between traces de�ne points which can be coupled as well, giving rise to several dimensional

hierarchies in the model [53]. A model for solving �ow in DFN with arbitrary order mixed virtual

elements was presented in [16]. An study of the application of the lowest order mixed VEM [44]

and a solution of a hybrid-dimensional for �ow and transport problems using is applied in [43]. For

other sources providing a complete descriptions of problems within this framework, the reader is

referred to [25, 27, 32, 34, 41, 42, 59]. Figure 4.1.1 clari�es the notation.

Strong form of the hybrid 3D-2D problem

We will consider Ω3 representing the three-dimensional domain and Fr, with r = 1, ..., Nf will

stand for the fractures. Fracture intersections will be denoted by Tt, t = 1, ..., Nt, with T
1
t and T 2

t

standing for the indices of the fractures such that FT 1
t
∩FT 2

t
= Tt. Moreover, superscripts 2, 3 make

reference to the corresponding dimensional domain and r to the respective fracture Fr. The strong

form of the problem is stated (implicitly acknowledging the dependence on the spatial variable x)
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as: 

3D domain

u3 = −a3∇P 3, in Ω3

Darcy's law

∇ · u3 = f3, in Ω3

Mass conservation

P 3|ΓD
= g3, on Γ3

D

Dirichlet BC

u3 · n̂3 = h3, on Γ3
N

Neumann BC

→



Fracture Fr

u2,r = −a2,r∇P 2,r, in Fr
Darcy's law

∇ · u2,r = f2,r + Ju3 · n̂3,rK, in Fr
Mass conservation

P 2,r|
Γ2,r
D

= g2,r, on Γ2,r
D

Dirichlet BC

u2,r · n̂2 = h2,r, on Γ2,r
N

Neumann BC

(2.2.1)

where n̂3,r is the normal vector to fracture Fr with a globally de�ned orientation, n̂2,s
T is the normal

to trace T embedded in fracture Fs and n̂
2,3 are the outward pointing normals of the 3D and 2D

domains respectively and J·K represents the jump of a function. The gradient and divergence

operator, as well as the permeability tensor, are intended to operate on a local 2D coordinate

system when de�ned on a fracture. The term in red indicates the contribution of mass to the

fracture provided by the 3D matrix. The functions g and h stand for the known values for the

Dirichlet and Neumann boundary conditions respectively, where the subscripts indicate matrix or

fracture. The complete problem requires the addition of the following coupling terms:



Matrix-Fracture

u3
+ · n̂3,r = ηr(P

3
+|Fr − P 2,r), r = 1, ..., Nf

u3
− · n̂3,r = ηr(P

3
−|Fr − P 2,r), r = 1, ..., Nf

Darcy's law for transverse �ow

−→



Fracture-Fracture∑
s=T 1

t ,T
2
t

Ju2,s · n̂2,s
Tt

K = 0, t = 1, ..., Nt

Mass conservation on traces

P 2,T 1
t |Tt = P 2,T 2

t |Tt
Pressure continuity on traces

(2.2.2)

where the subscripts +,− indicate the side of Fr, with respect to the globally de�ned normal n̂r

and ηr is the normal permeability between matrix and fracture Fr. This system can be described as

follows: for each dimension, a problem of Darcy �ow is solved. There are many physical parameters

and assumptions made to simplify the model. For instance, �ow on a fracture is usually not

constant along its width but depends on fracture aperture. However, from a numerical viewpoint

we can assume that the coe�cients and data parameters have already been homogenized and non-

dimensionalized. In the lower dimension, there is a mass �ux arising from the higher order entities,

which is modeled as part of the loading term and is internal to the elements. For the higher order

entity, there is a leakage through certain element faces resulting in `internal boundaries' which can
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be regarded as a Robin boundary condition if the �ux has a dependence on the pressure or as pure

Neumann boundary condition otherwise.

The Matrix-Fracture coupling equations state that the drop of pressure is proportional to ηr,

which is sort of Darcy's law for 2D-3D �ux exchange. When permeability is very high and fracture

width is small (ηr →∞), the coupling conditions can be modelled as requiring that the pressure be

continuous across fractures Ω ∩ Fr, for r = 1, ..., Nf . This means that there is no jump in pressure

in a path that leaves the matrix, goes through the fracture and enters the matrix again on the other

side of the fracture.

The �rst Fracture-Fracture coupling is the conservation of mass across traces and the second

is the continuity of the pressure head. Since we are using the mixed formulation, the discrete

approximation will not explicitly consider the coupling of the pressure, since the pressure spaces is

not even continuous on element boundaries. On the other hand, mass conservation will be strongly

imposed through the �ux DOFs (See 4.3). The exact opposite happens in the case of the primal

formulation, where continuity of pressure is imposed and no condition for the �ux is imposed in the

discretization [19].

Weak form of the hybrid 3D-2D problem

Establishing the weak form for this problem [5] requires the introduction of considerable notation

and conceptually has not much interest if the aim is the application of the method. We will assume

that homogeneous Neumann conditions are applied to all fracture boundaries and homogeneous

Dirichlet boundary conditions on ∂Ω3 to simplify the notation. The inclusion of other boundary

conditions is standard and follows what was shown in (2.1.3). The functional spaces for this problem

are V =
{

H(div,Ω3)×H0(div, F1)× · · · ×H0(div, FNf
)
}
, Q =

{
L2(Ω3)× L2(F1)× · · · × L2(FNf

)
}

and L =
{

H−1/2(TN1)× · · · ×H−1/2(TNt)
}
equipped as usual with the induced norm whose square

is the sum of the squares of the norm of each individual space. The space L will basically consist

of delta functions that impose the pointwise continuity of the �ux variable on fracture intersections

to preserve mass balance. The symbols ν3 = (a3)−1 and ν2,r = (a2,r)−1 represent the permeability

of the rock and the tangential permeability of the fractures respectively.

Incorporating the coupling conditions results in the following weak form:
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Find {u, P, λ} =
[{
u3,u2,1, · · · ,u2,Nf

}
,
{
P 3, P 2,1, · · · , P 2,Nf

}
,
{
λ1,1, · · · , λ1,Nt

}]
∈ V ×Q× L

such that:

(ν3u3,v3)2,Ω3 +
∑

r=1,...,Nf

(ηru
3 · n̂3,r,v3 · n̂3,r)2,F±r

−(P 3,∇ · v3)2,Ω3 = 0, ∀v3 ∈ H0(div,Ω3),

(∇ · u3, Q3)2,Ω3 = (f3, Q3)2,Ω3 , ∀Q3 ∈ L2(Ω3)

For Fr, r = 1, ..., Nf and for Tt, t = 1, ..., Nt

(ν2,ru2,r,v2,r)2,Fr + (λ1,t,
∑

s=T 1
t ,T

2
t

Jv2,s · n̂2,s
t K)2,Tt + (JP 2,r,v3 · n̂3,rK)2,Fr

−(P 2,r,∇ · v2,r)2,Fr = 0, ∀v2,r ∈ H0(div, Fr),

(∇ · u2,r, Q2,r)2,Fr + (Ju3 · n̂3,rK, Q2,r)2,Fr= (f2, Q2)2,Ω3 , ∀Q2,r ∈ L2(Fr),

(
∑

s=T 1
t ,T

2
t

Ju2,t · n̂2,s
t K, µ)2,Tt= 0, ∀µ1,t ∈ H−1/2(Tt),

(2.2.3)

The colouring makes reference to the coupling conditions in (2.2.2) and the values of λ1,t will

represent the pressure on trace Tt and act as a Lagrange multiplier for imposing �ux continuity on

traces. The proof of the wellposedness and convergence properties of these type of hybrid problems

is highly technical and very notation-heavy, but conceptually is very straightforward since the inf-

sup condition can be easily proven once all the required ingredients have been properly de�ned.

The reader is referred to [37, 41, 49]. A description of the discretization of problem (2.2.3) is given

in Chapter 4.

A hint to more general cases

It is clear from (2.2.1) and (2.2.2) that the coupling process could continue by introducing 1D

elements representing �ow along the traces which need to be coupled with �ow on the fractures,

just as �ow in the matrix is coupled with �ow on the fractures. In this case, the �rst equation may

also have a source term instead of 0 and the pressure could display a jump between its value on

the fractures and the trace they determine. The �nal coupling would be at the points de�ned by

the intersection of traces. Furthermore, the procedure presented above can also be applied (with

some generalizations) to second order elliptic equations. In addition, the time dependent parabolic

equation could be considered, where the semi-discretization in time is done exactly as in standard

FEM. With this modi�cations, the case of the transport of scalar quantity could be studied for

instance.



Chapter 3

The Mixed Virtual Element Method

3.1 Mixed Virtual Element Method

This chapter provides an outline of the main de�nitions and features of the mixed formulation of

VEM. Its initial introduction is given in [28], with a follow-up work generalizing the method [10]

and a related work on virtual H(Div) and H(Curl) spaces is [12]. Despite its recent introduction,

a variety of applications can be found in the scienti�c literature. Namely, Stokes �ow in [31] and

[29], the Brinkman problem [30], plane elasticity [7] and �ow in Discrete Fracture Networks [16].

3.1.1 Overview of the method

De�nitions

The mesh of a domain Ω comprised of arbitrary polyhedra of mesh parameter h is indicated by

Th, and it satis�es basic conditions of regularity. The non negative integer k stands for the chosen

order of interpolation of the method. In a nutshell, a Virtual Element will be comprised of an

element P , a set of DOFs and a discrete functional space de�ned on P , as in standard FEM. The

di�erence will be that P may be an arbitrary polyhedral and the shape functions will (almost)

never be explicitly known. In broad terms, we will de�ne a local VEM space that will be comprised

by shape functions whose exact values are not known. They will be determined from a set of DOF,

but using suitable projection operators it will be possible to de�ne approximate discrete bilinear

forms that will nevertheless provide the same rate of convergence as standard Finite Elements.

10
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The de�nition of the local VEM space for the velocity variable in an element E ∈ Th allows

some play between di�erent parameters which result in slightly di�erent local spaces. By de�ning

the parameters [kf , kd, kr] ≥ 0 representing a kind of "interpolation order", the local space is

V E
k,h = {vh ∈ H(div, E) : vh · n|f ∈ Pkf (e) ∀f ∈ ∂E, div(vh) ∈ Pkd(E), and rot(vh) ∈ Pkr(E)},

(3.1.1)

where P−1 = 0. For the choice kf = k, kd = k − 1 and kr = k − 1, the local space will resemble

an extension of the BDM elements (k ≥ 1), while taking kf = k, kd = k and kr = k − 1 (k ≥ 0)

is a natural generalization of the classical RT elements of order k. Even the choice kr = 0 can be

considered, where the approximation will be such that solutions which are gradients of polynomials

will still retain optimal convergence. Although other combinations are possible [12], only these 2

will be considered in the following which will be denoted 'BDM-VEM' and 'RT-VEM'.

For two-dimensional virtual elements that will comprise the fractures, only RT-type VEM will

be considered. The reason for this is that the coupling between 3D and 2D elements (Section 2.2)

is done through the faces, so that the jump in the �ux variable across faces of adjacent 3D elements

crossed by a fracture becomes the load term for the 2D element. In order to have compatible orders

of interpolation, the �ux variable across the faces in a 3D element should have the same order of

the pressure variable for the 2D element, so that for instance 2D RT0-VEM are compatible with

3D RT0-VEM but not with any 3D BDM-VEM. In general, all 2D RTk-VEM are compatible with

3D RTk-VEM and 3D BDMk-VEM, for k > 0. However, if we had 2D BDM-VEM whose pressure

discretization is an order lower than the velocity, the elements would need to be an order higher

to compatibilize with the 3D elements, namely 2D BDM(k+1)-VEM are compatible with 3D RTk-

VEM and 3D BDMk-VEM. Therefore, this requirement of higher order is not justi�ed for mixed

dimensional problems since the advantage of having a higer interpolation order for the 2D velocity

is reduced by the lower order coupling of dimensions. The global space is

Vk,h :=
{
vh ∈ H(div,Ω) : vh|E ∈ V E

k,h ∀E ∈ Th
}
,

resulting in a H(div,Ω) conforming space The global VEM space for the pressure variable is simply

Qkd,h(Ω) :=
{
Qh ∈ L2(Ω) : Qh|E ∈ Pkd(E) ∀E ∈ Th

}
for which there is no requirement of continuity.
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There are many possibilities for the choice of degrees of freedom (DOFs). Let us �rst recall

[Pk(e),Pk(f),Pk(E)] as the local polynomial spaces of order k over an edge e, a face f or an element

E, with dimensions nk,1 := k + 1, nk,2 := (k+1)(k+2)
2 and nk,3 := (k+1)(k+2)(k+3)

6 respectively. A

basis for these spaces are the so-called monomial bases M:

Mk(e) :=

{(
x− x0
he

)α1

, 0 ≤ α1 ≤ k
}
,

Mk(f) :=

{(
x− x0
hf

)α1
(
y − y0
hf

)α2

, 0 ≤ α1 + α2 ≤ k
}
,

Mk(E) :=

{(
x− x0
hE

)α1
(
y − y0
hE

)α2
(
z − z0
hE

)α3

, 0 ≤ α1 + α2 + α3 ≤ k
}
,

where x0, y0 and z0 are the coordinates of the centroid of the edge/face/element and he,f,E is its

diameter. This scaling for the monomials is needed since all computations will be done on the

actual geometry of the element as explained in Chapter 4. A local coordinate system is considered

in the 1D and 2D cases for each edge/face, with origin in the barycentre of the edge/face. The �rst

3 monomial spaces in 3D are:

M0(E) = {1} ,

M1(E) = M0(E) ∪
{(

x− x0
hE

)
,

(
y − y0
hE

)
,

(
z − z0
hE

)}
,

M2(E) = M0(E) ∪M1(E) ∪

{(
x− x0
hE

)2

,

(
x− x0
hE

)(
y − y0
hE

)
,

(
y − y0
hE

)2

,

(
y − y0
hE

)(
z − z0
hE

)
,

(
z − z0
hE

)2

,

(
x− x0
hE

)(
z − z0
hE

)}
.

We then de�ne the space

∇Pk+1(E) :=
{
g ∈ (Pk(E))d such that g = ∇m̂ for some m̂ ∈ Pk+1(E)

}
. (3.1.2)

This space has dimension nk,∇ := nk,3 − 1. As an example, in the case of k = 1 a generic

polynomial of degree k+ 1 in 3 variables can be written as m̂ = c1 + c2x+ c3y+ c4z+ c5x
2 + c6xy+
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Table 3.1.1: Dimensions for various polynomial spaces for di�erent orders of accuracy

2D
k 0 1 2 3 4 5 6

dim(Pk(E)) 1 3 6 10 15 21 28
dim(Pk(E))2 2 6 12 20 30 42 56
dim(∇Pk(E)) 0 2 5 9 14 20 27
dim(∇Pk+1(E)) 2 5 9 14 20 27 35

dim(∇Pk+1(E))⊕ 0 1 3 6 10 15 21

3D
k 0 1 2 3 4 5 6

dim(Pk(E)) 1 4 10 20 35 56 84
dim(Pk(E))3 3 12 30 60 105 168 252
dim(∇Pk(E)) 0 3 9 19 34 55 83
dim(∇Pk+1(E)) 3 9 19 34 55 83 120

dim(∇Pk+1(E))⊕ 0 3 11 26 60 85 132

c7y
2 + c8yz + c9z

2 + c10xz and therefore:

∇P0(E) = ∅

∇P⊕0 (E) = ∅

∇P1(E) = 〈[1 0 0], [0 1 0], [0 0 1]〉

∇P⊕1 (E) = ∅

∇P2(E) = ∇P1 ∪ 〈[2x 0 0], [y x 0], [0 2y 0], [0 z y], [0 0 2z], [z 0 x]〉

∇P⊕2 (E) = 〈[y − x 0], [z 0 − x], [0 z − y]〉

where by (∇Pk+1(E))⊕ we denote the L2 orthogonal complement of ∇Pk+1(E) in (Pk(E))d so that

(Pk(E))d = (∇Pk+1(E)) ⊕ (∇Pk+1(E))⊕. Its dimension is nk,⊕ := dnk,d − nk,∇ and of course the

choice of basis for this space is not unique. A summary of the cardinality of the di�erent spaces

in 2D and 3D are given in Table 3.1.1 while a graphical representation of the polinomial basis

known as Pascals's pyramid and listings of all polynomials comprising the space of gradients and

its complement are found in the Appendix (Figure A.1.1, Tables A.1.1 and A.1.2).
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Degrees of freedom

The DOFs for vh ∈ V E
k,h, following the choice in [10], are :

i.
1

|f |

∫
E

(vh · nf )mr dV mr ∈ Pkf (f), r ∈ {1, ..., nk,2} , ∀f ∈ ∂E

ii.
1

|E|

∫
E
vh · g∇β dV g∇β ∈ (∇Pkd(E)), β ∈ {1, ..., nk,∇}

iii.
1

|E|

∫
E
vh · g⊕γ dV g⊕γ ∈ (∇Pkr+1(E))⊕, γ ∈ {1, ..., nk,⊕}

(3.1.3)

where nf is the outward-pointing normal of face f , |f | its area and |E| the volume of the element.

In 2 dimensions f ∈ ∂E → e ∈ ∂E, so faces become edges, areas become lengths and volumes

become areas. In general, type iii) DOFs are very cheap to compute due to the de�nition itself,

usually avoiding the need for integration since the values of the integrals are a priori known by

de�nition. A proof of unisolvence can be seen in [10, 28] for BDM- and RT-BEM respectively, but

for more general 'Face' spaces the main reference is [12]. The �rst set of DOF can be replaced by

any other way to �x a polynomial of two variables of degree k on a face. In Table 3.1.1 we present

the dimensions of some of the polynomial spaces involved in the de�nition of the DOF.

In 2D, an RT-VEM of ne edges has [nk,2ne] + [nk,2 − 1] + [2nk,2 − nk,∇] DOFs. In 3D,

an RT-VEM of nf faces has [nk,2nf ] + [nk,3 − 1] + [3nk,3 − nk,∇] DOFs while a BDM-VEM has

[nk,2nf ] + [nk−1,3 − 1] + [3nk,3 − nk,∇]. The square brackets were added to separate DOFs of each

type. Figures 3.1.1 and 3.1.2 graphically exemplify the DOFs for a conver hexagon and convex

polyhedron of 11 faces, where face normals are depicted. DOFs of types i, ii and iii are represented

in blue, red and green respectively while internal pressure DOFs are in black (for the 2D case, see

[16]).

For the pressure space, the set of DOF can be trivially de�ne as for example k+1 point values.

For computation purposes, the choice for this implementation was to take the nk,d moments with

respect to the monomial basis of order k, but in general any set of DOFs that univocally determine

a polynomial oof order k in d variables is equivalent.

L2 Projector operator

As in the case of the primal VEM formulation, the shape functions in the local VEM space are

not explicitly known except for its values on the DOF. The crucial idea is to de�ne a projection

operator that will allow the computation of approximate discrete bilinear forms that will be stable,

consistent and will retain the rate of convergence of standard �nite elements. The projection
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Figure 3.1.1: DOFs for the lowest order elements
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Figure 3.1.2: DOFs for the lowest order elements

operator Π0
k : V E

k,h → (Pk(E))d will be de�ned as:

∫
E

Π0
kvh · g dV =

∫
E
vh · g dV ∀g ∈ (Pk(E))d , (3.1.4)

where the symbols Π0
k and Π0

k are used when referring to the operator and its matrix expression

respectively. It basically means that the bilinear form will be computed exactly when the local

shape function is tested against a polynomial, which can be akin to passing the 'path-test' used by

engineers for elasticity problems. In other words, the energy term (from the a(·, ·) bilinear form) is

computed exactly using the projector for polynomial trial functions.
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Table 3.1.2: Number of degrees of freedom for local VEM spaces in 2D and 3D

DOF 2D RT-VEM 3D RT-VEM 3D BDM-VEM
k type V E

k,h Q(E) V E
k,h Q(E) V E

k,h Q(E)

0
i ne

1
nf

1 - -ii 0 0
iii 0 0

1
i 2ne

3
3nf

4
3 nf

1ii 2 3 0
iii 1 3 3

2
i 3ne

6
6nf

10
6nf

4ii 5 9 3
iii 3 11 11

3
i 4ne

10
10nf

20
10nf

10ii 9 19 9
iii 6 26 26

4
i 5ne

15
15nf

35
15nf

20ii 14 34 19
iii 10 50 50

5
i 6ne

21
21nf

56
21nf

35ii 20 55 34
iii 15 85 85

6
i 7ne

28
28nf

84
28nf

56ii 27 83 55
iii 21 133 133

We will now show that the knowledge of the DOF is enough to compute the projector. The

left hand side of (3.1.4) is an integral between polynomials in d dimensions and can be explicitly

computed. The right hand side however, is 'a priori' not computable. However, since (Pk(E))2 =

(∇Pk+1(E)) ⊕ (∇Pk+1(E))⊥, we can �nd g̃ ∈ (∇Pk+1(E)) and g⊥ ∈ (∇Pk+1(E))⊥ such that

g = g̃ + g⊥. Thus,

∫
E
vh · g dV =

∫
E
vh · g̃ dV +

∫
E
vh · g⊥ dV . (3.1.5)

The second term on the right hand side can be again obtained directly from the set of DOFs of type

iii. For the other term, we have that there is m̂ ∈ Pk+1(E) such that ∇m̂ = g̃ so that applying

integration by parts we obtain

∫
E
vh · g̃ dV =

∫
E
vh · ∇m̂ dV = −

∫
E
div(vh)m̂ dV +

∫
∂E
vh · n|fm̂ dS. (3.1.6)

Once again, the second term on the right hand side can be computed directly as an integration on

the faces/edges of the 3D/2D element, by using the DOF of type i. In the case of the �rst term, if

div(vh) ∈ Pk were known, the integral would involve the product of known polynomials and thus
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computable. Therefore, recalling that div(vh) ∈ Pk(E), the following equation uniquely determines

div(vh):

∫
E
div(vh)q dV = −

∫
E
vh · ∇q dV +

∫
∂E
vh · n|fq dS ∀q ∈ Pk(E). (3.1.7)

Note that using the set of DOFs of type i and ii, the right hand side term of (3.1.7) can be readily

computed. In conclusion, div(vh) is computed using (3.1.7), which is subsituted in (3.1.6), which

in turn is needed in (3.1.5) that allows the computation of the projector using (3.1.4). Finally, we

arrive at our discrete local bilinear form, which for uh,vh ∈ V E
k,h is:

aEh (uh,vh) := (νΠ0
kuh,Π

0
kuh)E + SE(uh −Π0

kuh,vh −Π0
kvh). (3.1.8)

where SE stands for any symmetric and de�nite positive bilinear form that scales like aE(u,v) :=

(νu,v). More precisely, there exist two positive constants α∗ and α
∗ independent of the mesh and

data such that

α∗a
E(uh,uh) ≤ SE(uh,uh) ≤ α∗aE(uh,uh) ∀E ∈ Th (3.1.9)

SE is usually taken as the standard Euclidean product of the vector of values at the DOFs scaled

by E and the constant ν, that approximates ν at the barycenter or as an average. More precisely,

SE(uh,vh) = ν|E|
ndofs∑
i=1

DOFi(uh)DOFi(vh), (3.1.10)

where DOFi stands for evaluating at the i-th DOF on the element (see 4.2). In other words, the

bilinear form SE de�nes an internal product that associates the identity matrix (of with size equal

to the number of DOFs of the element) to the local basis of VEM shape function V E
k,h de�ned by

the DOFs (3.1.1). The global bilinear form is de�ned as

ah(uh,vh) :=
∑
E∈Th

aEh (uh,vh). (3.1.11)

Continuity and coercivity of the bilinear form is deduced from continuity of a(·, ·) and the assump-

tions on S.

Lemma 3.1. The bilinear form ah(·, ·) is continuous and coercive in V E
k,h
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Proof. • Continuity of SE Using (3.1.9), symmetry and the continuity of a:

SE(uh,vh) ≤ (SE(uh,uh))1/2(SE(vh,vh))1/2 ≤ sup(ν)α∗||uh||0,E ||vh||0,E .

• Continuity of ah: from (3.1.8) and (3.1.11) and the continuity of SE we have

|ah(uh,vh)| = (νΠ0
kuh,Π

0
kuh)E + SE(uh −Π0

kuh,vh −Π0
kvh)

≤ sup(ν)||Π0
kuh||0,Ω||Π0

kvh||0,Ω + sup(ν)α∗||uh −Π0
k||0,Ω||vh −Π0

kvh||0,Ω

Considering error properties of the L2 projection ||uh −Π0
kuh||0,Ω ≤ C||vh||0,Ω,

|ah(uh,vh)| ≤ sup(ν)(1 + α∗Ĉ2)||uh||0,Ω||vh||0,Ω.

• Coercivity of ah: Given the coercivity of a, the L2 projection properties and (3.1.9),

|ah(uh,uh)| ≥ inf(ν)(||uh||20,Ω + α∗||uh −Π0
kuh||20,Ω ≥ Ĉ||uh||20,Ω

Discrete problem

To obtain the discrete formulation of problem (2.1.3), the terms corresponding to the velocity �eld

are approximated by the projection, while those associated with the pressure can be directly com-

puted. The problem becomes:

Find uh ∈ Vk,h(Ω) and Ph ∈ Qkd,h(Ω) such that



ah(uh,vh)− (Ph,∇ · vh)0,Ω − (β ·Π0
kvh, Ph)0,Ω = (v · n, g)0,ΓD

− (νû,v)0,Ω,

∀vh ∈ Vk,h,

(∇ · uh, Qh)0,Ω + (c(x)Ph, Qh)0,Ω = (f,Qh)0,Ω − (∇ · û, Q)0,Ω,

∀Qh ∈ Qkd,h(Ω)

(3.1.12)

where the assumptions on the data is as in (2.1.3). Well posedness of this problem under the above

assumptions is due to coercivity of the bilinear form a(., .) as well as the satisfaction of the inf−sup

condition, as shown in the following section.
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3.1.2 Main results for Mixed VEM

This section will be devoted to stating the most important theoretical results concerning the mixed

formulation of the Virtual Element Method. Assumptions on the data are as given previously,

while the mesh Th is such that there exist a constant Cτ > 0 such that for any mesh parameter

h and any E ∈ Th, the ratio of the shortest edge and its diameter is bigger than Cτ and that E

is star-shaped with respect to a ball of radius Cτ times its diameter. These assumptions are given

for 2D problems and imply that the elements will be simply connected and the number of edges of

every polygon will be bounded. For 3D problems, a generalization of these two consequences will

be assumed. These assumptions are needed for the results used in some of the proofs. However, it

has been experimentally observed that the method is very robust with respect to mesh distortion,

including small edges and angles, collapsing nodes, etc. Furthermore, the method also works with

non-convex elements.

Theorem 3.2. Original a priori error estimates for BDM-VEM Under certain assumptions, for a

su�ciently small mesh parameter h and k > 0, the discrete problem (3.1.12) with β = 0 = c and

piecewise constant ν has a unique solution uh ∈ Vk,h(Ω) and Ph ∈ Qkd,h, with the following error

estimates:

||p− ph||0,Ω ≤ Chk(||u||k,Ω + ||p||k,Ω)

||u− uh||0,Ω ≤ Chk+1(||u||k+1 + ||p||k+1),

||∇ · (u− uh)||0,Ω ≤ Chk|f |k,Ω.

Proof of this problem can be found in [28] and uses duality arguments such as those found

in [36]. It is important to stress that these results were proven for BDM-like VEM spaces and

thus they do not hold for RT-like elements. In fact, this is clear form the convergence rate of the

�ux variable compared with the pressure and divergence, which are one order lower due to the

approximation order of the respective spaces.

Theorem 3.3. Original Inf-sup condition for BDM-VEM In the same context as Theorem 3.2,

∃β such that ∀h,∀Th inf
Qh∈Qkd,h

(Ω)
sup

vh∈Vk,h

(∇ · v, Q)0,Ω

||Q||0,Ω||vh||(H(div),Ω)
≥ β > 0.

For the proof, see [9].
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Theorem 3.4. (A priori error estimates for RT-VEM) Under certain assumptions on the data and

the mesh, for a su�ciently small mesh parameter h and k ≥ 0, the discrete problem 3.1.12 has a

unique solution uh ∈ Vk,h(Ω) and Ph ∈ Qkd,h, with the following error estimates:

||p− ph||0,Ω ≤ Chk+1(||u||k+1,Ω + ||p||k+1,Ω)

||u− uh||0,Ω ≤ Chk+1(||u||k+1,Ω + ||p||k+1,Ω||)

||∇ · (u− uh)||0,Ω ≤ Chk+1(|f |k+1,Ω + ||p||k+1,Ω||)

Proof of this problem can be found in [? ] and uses duality arguments such as those found

in [36]. In this case, these results were proven for RT-like VEM spaces for general second order

elliptic equations with non constant coe�cients. For this equation, the coercivity of the leading

term a(·, ·) and inf-sup condition were proven in the same cited work, by means of a 'Fortin-type'

operator and using classical commuting diagram arguments as in Mixed FEM.

In general, it can be seen that the a priori error estimates are in line with those for standard

Finite Elements, with the added feature of handling much more general meshes.



Chapter 4

Implementation

The details for an implementation of the three dimensional mixed formulation of the VEM method

is provided. The main reference for this chapter is [33], from where much of the procedures provided

here are based.

4.1 Meshing and conformity

For non trivial 3D geometries, the meshing process is usually a costly and complex procedure. In

general it is much easier to obtain a good quality tetrahedral mesh than an hexahedral one. When

working with arbitrary polygons, few libraries exist that can produce random polytope meshes. For

this work, the library voro++ [57] was used, which is coded in the C++ language. Simple regular

hexahedral meshes were manually generated for some tests.

In the case of embedded fractures, the original polyhedral mesh requires further processing

to account for the interaction between 2D elements and faces of their 3D counterparts. In such

a situation, since cutting convex polyhedral elements by planes results in a subdivision into new

convex polyhedral elements, a new Virtual Element mesh is obtained which is comprised of the

new elements originated from the subdivision of the original mesh. This particular feature is a

clear advantage over regular FEM discretizations, which are signi�cantly more restrictive in the

possible geometries of the elements. The algorithm for the meshing-cutting procedure, although

clear conceptually, is computationally very complex. When a plane transverses completely through

a polyhedra, the cut is somewhat simple. However, in the presence of fractures that end inside

an element, it is not so straightforward to partition the original polyhedral element in order to

22
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represent. For this reason, no details will be given regarding the computational implementation of

a mesh-cutting algorithm.

The proposed method rest on the fact that the mesh for the whole domain is 'conforming'.

This term is used in this context to explain that the faces of the 3D elements coincide perfectly

with elements in the planar fractures. In other words, the 2D elements are geometrically identical

to the 3D faces that they intersect so that there is no need for introducing compatibility condi-

tions or approximations on the geometry. There are other approaches in the literature, as in the

references provided previously. However, this method takes full advantage of the features of the

VEM in dealing with practically any geometry while retaining the simplicity of implementation and

imposition of constraints between 3D and 2D geometries. A simple example is presented in Figure

4.1.1, where only 3 fractures are considered. The resulting conforming mesh is made up of six 3D

elements (light yellow) representing the matrix, seven 2D elements modelling the fractures (gray)

and two 1D segments (red) representing the traces.

T1 T2

F1

F2

F3
Ω3

Figure 4.1.1: A cube and 3 fractures (left). Exploded mesh for visualization purposes (right)

4.2 Computation of sti�ness matrix

In the following, it is assumed that numerical computations of integrals of known functions over

2D and 3D polytopes can be performed. The most straightforward approach is to divide a polygon

into triangles, or a polyhedra into tetrahedrals and use standard Gaussian integration. Alternatives

are to consider cubature [47], algebraic integration by parts or heuristic methods (like Montecarlo
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integration). The procedure for computing the local matrices needed to obtain the discrete linear

system (3.1.12) is explained next, with emphasis on its implementation in 3D. First we consider a

basis of (Pk(E))d = {gα}α=1,...,dnk,d
=
{
g∇β

}
β=1,...,nk,∇

∪
{
g⊕γ
}
γ=1,...,dnk,⊕

. The local basis functions

of the space V E
k,h will be denoted by {ϕi}i=1,...,nE

dof
, where nEdof is the number of DOFs for the

�ux variable of the element (See 3.1.1). A set of operators DOFi : V E
k,h → R are de�ned as

DOFi(·) :=evaluating (·) at the i-th DOF.

4.2.1 Local matrices

Firstly, several matrices will be de�ned, whose usefulness will become apparent later.

Matrices G and Gν

Component-wise, G ∈ Rdnk,d×dnk,d is de�ned as the product of the elements in the basis of (Pk(E))d

[G]pq =

∫
E
gp · gq dV

and can be computed directly. Using the basis for (Pk(E))d, G can be split into

G =

G∇∇ G∇⊕

G⊕∇ G⊕⊕

 . (4.2.1)

In the case when ν 6= Id×d, i.e.he operator is not the Laplacian, we de�ne Gν with the same size

as G by

[Gν ]pq =

∫
E
νgp · gq dV.

Matrices H, H# and Hc

For RT-VEM, H ∈ Rnk,d×nk,d and H ∈ Rnk−1,d×nk−1,d for BDM-VEM. It is the product of known

polynomials over E

[H]rt =

∫
E
mrmt dV (4.2.2)

and can be computed directly. For the case with reaction term (c(x) 6= 0),

[Hc]rt =

∫
E
cmrmt dV (4.2.3)
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with the same size as H. Similarly, H# ∈ Rnk+1,∇×nk,d for RT-VEM and H# ∈ Rnk+1,∇×nk−1,d for

BDM-VEM. It is also the product of known polynomials over E

[H#]rt =

∫
E
mr+1mt dV (4.2.4)

and can be computed directly. Some of the entries in H are repeated in H# .

Matrix W

Matrix W ∈ Rnk,d×nE
dof for RT-VEM W ∈ Rnk−1,d×nE

dof for BDM-VEM also involves computations

with 'virtual' shape functions and is de�ned as

[W ]ri =

∫
E
mr(∇ ·ϕi) dV = −

∫
E
∇mr ·ϕi dV +

∫
∂E

(ϕi · n̂E)mr dS (4.2.5)

where integration by parts was used, so that

[W1]ri = −
∫
E
∇mr ·ϕi dV (4.2.6)

[W2]ri =

∫
∂E

(ϕi · n̂E)mr dS (4.2.7)

and W = W1 +W2. Since ∇mr ∈ (∇PEk ), W1 can be obtained immediately without computations.

Namely, ∇mr = gr−1 so that recalling type ii DOFs in (3.1.3) and noting that ∇mr is of order

k − 1 for RT-VEM and k − 2 for BDM-VEM, we have that [W ]ri = −|E|DOFr−1(ϕi) = −|E| if

(i = r − 1) and 0 otherwise. Regarding matrix W2, once again the term is computable recalling

that DOFs of type i completely de�nes (ϕi · n̂E) on ∂E and mr is known.

Matrix V

It is useful to store the values of ∇ · ϕi ∈ Pk(E). The i-th column of V = H−1W contains the

coe�cients of the polynomial decomposition of ∇ · ϕi ∈ Pk−1(E). For RT-VEM, V ∈ Rnk,d×nE
dof

and V ∈ Rnk−1,d×ndof for BDM-VEM.

Matrix U

When a non-zero convection term is present (β 6= {0, 0}), we de�ne U ∈ Rdnk,d×nE
k,d as

[U ]αr =

∫
E

(β · gα)mr dV.s (4.2.8)
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Matrix B

B ∈ Rdn
E
k,d×nE

dof is crucial for the computation since it involves integrating 'virtual' shape functions,

which is a priori not possible. Its de�nition is

[B]αi =

∫
E
gα ·ϕi dV, (4.2.9)

which can be split into B =

B∇
B⊕

 where

[B∇]βi =

∫
E
g∇β ·ϕi dV,

[B⊕]γi =

∫
E
g⊕γ ·ϕi dV,

(4.2.10)

B∇ ∈ Rn
E
k,∇×nE

dof and B⊕ ∈ Rn
E
k,⊕×nE

dof . B⊕ can be computed exactly noting that its expression

is precisely the DOFs of type iii in (3.1.3), so that [B⊕]iα = |E|DOFγ(ϕi) = |E| if i corresponds

to γ and 0 otherwise. This means that in general, the components of B⊕, which are associated

with DOFs of type iii, do not require any explicit calculations and are thus cheap computationally

speaking.

On the other hand, B∇ cannot be computed directly since gβ is a polynomial of degree k in

(Pk(E))d when n̂k−1,d +1 ≤ β ≤ nk,d for RT-VEM and n̂k−2,d +1 ≤ β ≤ nk−1,d for BDM-VEM.

Using integration by parts

[B∇]βi =

∫
E
mβ+1(∇ ·ϕi) dV +

∫
∂E
mβ+1(ϕi · n̂E) dS := [B∇1 ]βi + [B∇2 ]βi. (4.2.11)

where ∇mβ+1 = g∇β . On one hand, B∇2 is directly computable from the DOFs of type i since it

involves integration of a known polynomial over the faces of the element. On the other hand, B∇1

could be computable if the expression of (∇ · ϕ)i were known. But the polynomial decomposition

of the divergence of a VEM basis function ϕi are exactly the columns of V = H−1W , already

computed. Finally, recalling also (4.2.4), the following relationship is obtained for all basis functions:

B∇1 = −H#V = −H#(H−1W ) = −H#H−1(W1 +W2). (4.2.12)

Matrix D

Since (Pk(E))d ⊂ V E
k,h, it is possible to express the projector as seen from V E

k,h → V E
k,h, instead of
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V E
k,h → (Pk(E))d. For that purpose, matrix D ∈ Rn

E
dof×dnk,d is de�ned as

[D]iα = DOFi(gα). (4.2.13)

4.2.2 Computation of the projector

The L2 projector Π0
k : V E

k,h → (Pk(E))d from (3.1.4) is de�ned as the solution of the following linear

system: ∫
E

Π0
kvh · g dV =

∫
E
vh · g dV ∀g ∈ (Pk(E))d , vh ∈ V E

k,h. (4.2.14)

Speci�cally, for a basis function ϕi ∈ V E
k,h it will be now shown how to compute this projection.

First, Π0
k(ϕi) is expressed as a polynomial using the decompositions of (Pk(E))d shown previously:

Π0
k(ϕi) =

dnk,d∑
α=1

tiα {gα} =

nk,∇∑
β=1

tiβ
{
g∇β
}
∪
dnk,⊕∑
γ=1

tiγ
{
g⊕γ
}

(4.2.15)

where
{
tiα
}
α=1,...,dnk,d

=
{
tiβ

}
β=1,...,nk,∇

∪
{
tiγ
}
γ=1,...,dnk,⊕

are the coe�cients expressing the combi-

nation of the polynomial basis for the projection of ϕi. Replacing in (4.2.14) and decomposing g

the following linear system is obtained:

nk,∇∑
β=1

tiβ

∫
E
g∇β · g∇δ dV +

dnk,⊕∑
γ=1

tiγ

∫
E
g⊕γ · g∇δ dV =

∫
E
ϕi · g∇δ dV

nk,∇∑
β=1

tiβ

∫
E
g∇β · g⊕λ dV +

dnk,⊕∑
γ=1

tiγ

∫
E
g⊕γ · g⊕λ dV =

∫
E
ϕi · g⊕λ dV

(4.2.16)

which, in view of (4.2.1) and (4.2.10), can be rewritten as

Gtiα = [B]αi −→ G =

G∇∇ G∇⊕

G⊕∇ G⊕⊕

{tiβ}{
tiγ
}
 =

B∇
B⊕

 (4.2.17)

so that
{
ti
}

= G−1[B].i(column i of B). Collecting all the coe�cients for i = 1, ..., nEdof we can

de�ne the projection matrix Π̂0
k ∈ Rdnk,d×nE

dof of the operator acting from V E
k,h to (Pk(E))d as:

Π̂0
k =

[
t1 . . . tn

E
dof

]
−→ Π̂0

k = G−1B. (4.2.18)
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In order to obtain the matrix expression of the operator acting on V E
k,h into itself, we begin by

expressing a polynomial gα as

gα =

nE
dof∑
I=1

DOFI(gα)ϕI ,

so that replacing this equation in (4.2.14) yields

Π0
k(ϕi) =

dnk,d∑
α=1

tiαgα =

dnk,d∑
α=1

tiα

nE
dof∑
I=1

DOFI(gα)ϕI

 =

nE
dof∑
I=1

dnk,d∑
α=1

tiαDOFI(gα)

ϕI
which can be expressed in terms of D (4.2.13) computed earlier noting that DOFI(gα) = [D]Iα,

giving Π0
k = DΠ̂0

k. The �ow of the local matrices required for computing the projector is clari�ed

in Figure 4.2.1. A priori, all matrices on the Figure need to be computed to discretize the complete

second order elliptic equation. However, the dashed lines represent matrices whose computation

can be avoided if the respective terms are not present in the problem.

4.2.3 Sti�ness matrices

We will now stablish the matrix implementation of the discrete equations (3.1.12).

Di�usion term: aEh

The terms in the bilinear form (3.1.8)

aEh (ϕi,ϕj) = (νΠ0
kϕi,Π

0
kϕj)E + SE(ϕi −Π0

kϕi,ϕj −Π0
kϕj)

:= (Ka
c )[ij] + (Ka

s )[ij]

In terms of the already computed matrices, we have

Ka
c =

[
Π̂0
k

]ᵀ
GνΠ̂0

k

Ka
s = ν|E|(I −Π0

k)
ᵀ(I −Π0

k)

where I is the nEdof × nEdof identity matrix.

Divergence term: (Ph,∇ · vh)2,Ω

This term does not use the projector and it has already been computed as W .
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W1 W2

H# H W

B∇1 B∇2

B⊕ B∇

BGD

Π̂0
k

Π0
k

V

KEKa
s Ka

c

T β

Gν HcU

reactionconvection
not

L
aplacian

Figure 4.2.1: Flow chart of matrix computations

Convection term: (β ·Π0
kvh, Ph)2,Ω

In the case that β 6= (0, 0), we approximate (β · vh, Ph)2,Ω ≈ (β ·Π0
kvh, Ph)2,Ω, so that

[T ]βir =

∫
E

(
β ·Π0

kϕi
)
mr dV =

dnk,d∑
α=1

tiα

∫
E

(β · gα)mr dV, (4.2.19)

which collecting all basis functions and expressing it in matrix form using (4.2.8) becomes

T β =
[
Π̂0
k

]ᵀ
U. (4.2.20)

Reaction term: (c Ph, Qh)2,Ω

This term is already computed as Hc.
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Final sti�ness matrix

Finally, the local sti�ness matrix KE on an element E is given by:

KE :=

Ka
c +Ka

s −Wᵀ − T β

W Hc

 , (4.2.21)

with size H ∈ R(nE
dof+nk,d)×(nE

dof+nk,d) for RT-VE and H ∈ R(nE
dof+nk−1,d)×(nE

dof+nk−1,d) for BDM-

VEM. Note that for a pure Darcy �ow problem, T β = Hc = 0

4.3 Imposing conditions on the Degrees of Freedom

4.3.1 DOFs de�nition in the presence of fractures and traces

For 3D elements that are intersected by planar fractures, a jump will appear in the �ux between

former adjacent faces, since now some of the �ux leaving one face may enter the 2D element as

a source term. In order to capture this phenomenon, DOFs of type i associated with a face on a

fracture must be doubled, so that this jump can be represented. Similarly, in the case of intersecting

fractures whose intersection de�nes a trace, an edge of the trace will have 4 times as many DOFs.

The reason for this is that each of the 2 fractures de�ning the trace will have its DOFs doubled. For

examples clarifying this point see Figures 4.3.1 and 4.3.2, where RT-VEM of order 0 elements were

chosen for simplicity, as they have only one DOF of type i per face/edge, although conceptually

there is no di�erence for any order. In the �rst case, the fracture results in a duplication of the type

i DOFs on the face coinciding with the fracture (blue DOFs 1 and 2 in the Figure). In the second

case, a trace segment doubles the �ux DOFs on each fracture, so that 4 �ux DOFs are present in

the end (DOFs 1 to 4).

4.3.2 3D systems

Let u3 =
{
u3

1, ...,u
3
Udof3D

}
, Q3 =

{
Q3

1, ..., Q
3
Pdof3D

}
be the column vectors of �ux DOFs and

pressure DOFS, collected in h3D := (u3, Q) and recalling f3 ∈ Rndof3D as the load values of the 3D

domain (including terms arising from non-homogeneous boundary conditions). In Ω3, the sti�ness
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Figure 4.3.1: Duplication of DOFs in faces in the presence of a fracture
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Figure 4.3.2: Duplication of DOFs on fracture edges in the presence of traces

matrix after assembly of the local matrices is

K3 :=



A3D

D3D

︸ ︷︷ ︸
u3

−
(
D3D

)ᵀ

0

︸ ︷︷ ︸
Q3



u
3

Q3

(4.3.1)
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whereA3D andD3D are the matrices arising from the bilinear forms. Namely [A3D]ij = (νΠ0
kϕi,Π

0
kϕj)2,Ω3

and [D3D]pj = (Pp,∇ · ϕj)2,Ω3 , with i, j = 1, ..., Udof3D and p = Udof3D + 1, ..., , Udof3D + Pdof3D

(arising from (2.1.5), see Section 4).

4.3.3 DFN system

For every fracture Fr, with r = 1, ..., Nf , we call Udofr the number of DOFs for the velocity space and

Pdofr the number of DOFs for the pressure space of fracture Fr. We de�ne ndofr := Udofr + Pdofr

as the total number of DOFs from the �ux and the pressure variable, so that the sti�ness matrix

Kr ∈ Rndofr×ndofr for each fractures can be obtained. Recalling (4.2.21) and after assembling

the elementary sti�ness matrices following standard FEM procedures, the structure of the sti�ness

matrix for a fracture Fr for the pure Darcy problem is:

Kr :=



Ar

Dr

︸ ︷︷ ︸
u2,r

− (Dr)ᵀ

0

︸ ︷︷ ︸
Q2,r



u
2,r

Q2,r

(4.3.2)

whereA andD are the matrices arising from the bilinear forms. Namely [Ar]ij = (ν2,rΠ0
kϕi,Π

0
kϕj)2,Fr ,

and [Dr]sj = (Qs,∇·ϕj)2,Fr , with i, j = 1, ..., Udofr and s = Udofr + 1, ..., , Udofr +Pdofr (see (2.1.5)

and Chapter 2). The column vectors u2,r =
{
u2,r

1 , ...,u2,r
Udofr

}
, Q2,r =

{
Q2,r

1 , ..., Q2,r
Pdofr

}
and

fr ∈ Rndofr are the vectors of �ux DOFs, pressure DOFS and load values (including terms arising

from non-homogeneous boundary conditions) respectively. They are collected in hr := (ur, Qr) as

the vector of values of the DOFs of the complete discrete solution on fracture Fr. We note that the

matrix Kr is singular for fractures with pure Neumann boundary conditions whenever γ = 0 (no

reaction term). For the complete DFN we have:

KDFN =


K1 0 · · · 0

0 K2 · · ·
...

...
...

. . .
...

0 · · · · · · KNf

 , fDFN =


f1

...

...

fNf

 and hDFN =


h1

...

...

hNf

,
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and the �nal linear system is

KDFNhDFN = fDFN (4.3.3)

At this point there is no connection between the discrete problems at each fracture. As explained

in Section 2.2, there are constraints that arise from the coupling between domains and must be

satis�ed for the problem to be physically consistent. Namely, these are the continuity of pressure (or

its corresponding jump for non-in�nite 2D/3D permeability) and conservation of mass. In the case

of a primal discretization, only the continuity of pressure is imposed (see [15]), since the balance

of mass is not necessarily preserved for C0 elements. For the mixed case, continuity of pressure is

practically never satis�ed since the discrete spaces for the pressure are not globally continuous, but

only in L2. However, since the discretization of the �ux variable is globally in H(div), �ux balance

is perfectly preserved.

The linear system for the complete DFN is obtained by imposing matching conditions for the

DOF on the traces that guarantee �ux/mass balance on the traces. In the primal formulation [15]

Lagrange multipliers are introduced to enforce equality between DOFs on nodes on the same trace

but on di�erent fractures that occupy the same point in space. On the other hand, in the current

scenario and for an order of polynomial accuracy k, the DOF on traces represent the pointwise values

of the VEM shape functions in the direction of the normal vector of the trace, i.e. uh · n̂2,r
T ∈ Pk(e)

where n̂2,r
Tt

is the normal of the edge e ⊂ T on the plane of the fracture Fr. All DOF on traces

were assigned an orientation pointing from inside the element and in the direction of the trace, so

as to have, by de�nition, �ux leaving a trace for a positive value of the DOF. In this way we also

have that for all DOF on the same edge and for both fractures sharing that trace, outgoing �ux

will have the same sign.

Given a numbering of all the edges on traces (et) and assuming for now that the indexed by

t = 1, ..., . . . , Net(total number of edges on traces). We have that for each t we can de�ne the only

two indices s(t), j(t) such that et ∈ Fs(t) and et ∈ Fj(t). In other words, only two the fractures

whose intersetion includes the edge (et). The edge et will have 2(k + 1) DOF on fracture Fs(t) and

the same for fracture Fj(t), because edges on trace have twice as many DOF as internal edges (as

explained in 4.3.1). We will call the former Dt,s and the latter Dt,j , and #Dt,s = #Dt,s = 2(k+ 1).

These set of DOF can be split, using the criteria of the relative position with respect to the edge

et. Since each edge has a �xed global orientation, we can de�ne Dt,s = Lt,s ∪Rt,s (analogously for

Dt,j), which collect the DOF to the left and to the right of the trace respectively. We have that

#Lt,s = #Rt,s = k + 1. Therefore, for each edge we will establish k + 1 conditions that will link
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the pointwise values of the DOF from Fs(t) and Fj(t) using Lagrange multipliers. Then, for each t,

we de�ne the row vectors Ttq ∈ R
∑

r ndofr as:

Ttq :=

( Lt,s(q) Rt,s(q) Lt,j(q) Rt,j(q)

0 · · · ξs,j · · · ξs,j · · · ξs,j · · · ξs,j · · · 0

)
,

with q = 1, ..., k + 1, and Lt,s(q) is the qth DOF on edge et in fracture Fs(t) located to the left of

the trace (analogously for the others). The numbers ξs,j > 0 represent a measure of permeability in

the �ux exchange between fractures Fs and Fj but since there is no inclusion of 1D elements in the

model, they are all equal to 1 (i.e. perfect �ux balance). The sets of DOF are numbered in such a

way that for the same q, Lt,s(q), Rt,s(q), Lt,j(q) and Rt,j(q) all represent pointwise values on the

same point on the trace (albeit on two di�erent fractures). To clarify concepts beyond notation,

there will be a new equation and a Lagrange multiplier for each pointwise �ux value, imposing

that the sum of all 4 �ux contributions on that point be zero. In the weak form, it is like taking

dirac-delta functions on the weak form for strong pointwise equality.

Finally, we set T ∈ RNt(k+1)×
∑

r ndofr as the matrix:

TDFN =



T11

...

T1k+1

T21

...

TNtk+1


,

and thus the �nal linear system for a pure DFN problem is:

KDFN TDFN
T

TDFN 0

 hDFN

λDFN

 =

 fDFN

0

 . (4.3.4)

The solution for system with this structure falls into the study of domain decomposition

methods for mixed �nite elements. We refer the reader to [6, 8].
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4.3.4 Hybrid systems

The procedures described in the previous sections for introducing coupling conditions on pure DFN

problems and between 2D and 3D elements can be readily combined into a single global problem.

Furthermore, the coupling conditions between fractures act on edge DOFs of the �ux variables while

2D-3D coupling stablishes conditions between �ux DOFs on faces with internal 2D DOFs. So that,

in fact, the coupling conditions are 'decoupled' in the �nal global system. The complete system

with coupling conditions between 2D and 3D elements as well as between fractures is obtained:


K3D + C3D/3D C3D/2Dᵀ

0

C3D/2D KDFN TDFN
ᵀ

0 TDFN 0




h3D

hDFN

λDFN

 =


f3D

fDFN

0

 ,

where the C3D/3D, C3D/2D and TDFN are the coupling matrices (see (2.2.3)). Speci�cally,

[C3D/3D]ij=

Nf∑
r=1

(νrϕi · n̂3,r,ϕj · n̂3,r)2,Fr [C3D/2D]sj=

Nf∑
r=1

(JQs,ϕj · n̂3,rK)2,Fr

As an example, we present the �nal matrix for the linear system associated with a problem comprised

of a 3D matrix and a 2 fracture DFN, whose geometry is given in Figure 4.3.3. It is discretized by

RT1-VEM elements. In Figure 4.3.4 the blue dots indicate non-null components of the matrix, and

they are associated with the 3D and 2D DOFs, for the pressure and the �ux variable. There are

912 3D �ux DOFs, 256 3D pressure DOFs, 216 2D �ux DOFs, 96 2D pressure DOFs and 8 DOFs

for the lagrange multipliers at traces.
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Chapter 4. Implementation 36

K3D

D3D

-(D3D)T

A3D+C3D/3D

(C3D/2D)T

C3D/2D

K1

K2

A1

A2

-(D1)T

D1

D2

-(D2)T

K1

K2

Figure 4.3.4: Linear system for a hybrid problem with a 2 fracture DFN
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Numerical results

This section contains the most relevant contribution of this thesis, where a thorough numerical

treatment of the proposed methodologies is presented. Every result and graphic put forward here

has been made with an in-house code in the Matlab programming language. Firstly, a set of pure

3D problems is proposed. Then, pure DFN problems are analised. Finally, full problems combining

2D-3D interaction as well as networks of fractures are studied. All problems will be considered

to have been previously nondimensionalized, meaning that the corresponding input data had their

physical units removed and units have been adjusted by a suitable substitution of variables to

simplify and parameterize problems.

5.1 3D problems

In order to test the correctness of the method, a set of 'Patch-test' and benchmark problems are

proposed, were the error in the discrete solutions is compared with the known exact solutions. For

the error in the �ux variable uh, since it is not explicitly known inside an element, the projection

Π0
kuh is used.

5.1.1 Patch test

By the very de�nition of the VEM space, it is guaranteed that, for a discretization order k, Pk(E) ⊂

Vk(E). In other words, any polynomial in three coordinates (x,y,z) on an element E of degree at

most k is included in the discrete VEM space on any element E ∈ Th. The purpose of this subsection

37
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Element #Qk(E) Solution

5 x− y + z z2 + xy x3 − xyz x2z2 − y4 xy2z2

RT0 1 ∼ ε 2.8284 3.3810 1.1597 4.8280 0.2365

BDM1 1 ∼ ε 2.8284 1.2649 1.1996 1.0210 0.3263

RT1 4 ∼ ε ∼ ε 1.2649 0.7738 1.0210 0.3731

BDM2 4 ∼ ε ∼ ε 1.2649 0.6922 0.9518 0.2716

RT2 10 ∼ ε ∼ ε ∼ ε 0.6922 0.6168 0.2716

BDM3 10 ∼ ε ∼ ε ∼ ε 0.6922 0.3311 0.4286

RT3 20 ∼ ε ∼ ε ∼ ε ∼ ε 0.3311 0.5446

BDM4 20 ∼ ε ∼ ε ∼ ε ∼ ε 0.3311 0.1452

RT4 35 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 0.1452

BDM5 35 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 0.1452

RT5 56 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

Table 5.1.1: ||P − Ph||L2 for patch test problems

Element #Vk(E) Solution

5 x− y + z z2 + xy x3 − xyz x2z2 − y4 xy2z2

RT0 6 ∼ ε ∼ ε 3.2660 0.9445 1.3887 0.7285

BDM1 21 ∼ ε ∼ ε ∼ ε 0.9428 1.3064 0.8432

RT1 24 ∼ ε ∼ ε ∼ ε 0.9428 1.3064 0.8432

BDM2 50 ∼ ε ∼ ε ∼ ε ∼ ε 1.1383 0.5622

RT2 56 ∼ ε ∼ ε ∼ ε ∼ ε 1.1383 0.5622

BDM3 95 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 0.8036

RT3 105 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 0.8036

BDM4 159 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

RT4 174 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

BDM5 266 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

RT5 266 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

Table 5.1.2: ||u−Π0
kuh||L2 for patch test problems

is therefore to show that when the solution of the problem is a polynomial of degree at most k,

i.e. 'patch test', the method captures the exact solution within numerical precision. For all cases,

problem data will be a =


1 0 0

0 1 0

0 0 1

, b = (0, 0, 0) and c = 0, while the mesh will be comprised

of a single hexahedral element over the domain Ω = [−1, 1]3, as seen in Figure 5.1.1. The symbol

∼ ε will be used to denote a number that is zero within numerical precision. Results for errors in

p, Π0u and div(u) are presented in Tables 5.1.1 to 5.1.3.
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Element #Qk(E) Solution

5 x− y + z z2 + xy x3 − xyz x2z2 − y4 xy2z2

RT0 1 ∼ ε ∼ ε ∼ ε 9.7980 10.1988 2.4347

BDM1 1 ∼ ε ∼ ε ∼ ε 9.7980 10.3966 2.5762

RT1 4 ∼ ε ∼ ε ∼ ε ∼ ε 10.3966 1.3771

BDM2 4 ∼ ε ∼ ε ∼ ε ∼ ε 10.3966 1.3771

RT2 10 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 1.3771

BDM3 10 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε 1.3771

RT3 20 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

BDM4 20 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

RT4 35 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

BDM5 35 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

RT5 56 ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε ∼ ε

Table 5.1.3: ||div(u)− div(uh)||L2 for patch test problems

5.1.2 Convergence tests

A veri�cation of the expected convergence rates is presented in the following. A series of regu-

lar hexagonal meshes is used (Figure 5.1.1) in order to prevent numerical error stemming from

computing rotations of faces, and mesh parameter h represents the length of the diagonal of an

element. Since the mesh is regular and the data is constant, it is only necessary to compute the

sti�ness matrix once since it will be the same for any element. This saves an enormous amount of

computation time and thus it is possible to obtain results for element of high interpolation order

(k ≥ 3).

5.1.3 Polynomial solution

For this problem, the solution is given by: P (x, y, z) = z6 with data

a =


1 0 0

0 1 0

0 0 1

 , b = (0, 0, 0) , c = 0

so that the load term is f = −30z4. Convergence rates are given in Figure 5.1.2 by RT-VEM and

BDM-VEM for orders 0 to 5 and 1 to 5 respectively. It can be seen that in all cases that the

expected convergence rates are obtained.
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Figure 5.1.1: Regular hexahedral meshes

5.1.4 A di�usion-convection problem with non constant coe�cients

This problem involves a smooth non-polynomial solution and non constant coe�cients over Ω =

[−1, 1]3, which is very common problem in subsurface �ow. Data for this problem is:

P (x, y, z) = x2yz + sin(πx)sin(πy)sin(πz) + 2, (5.1.1)

a(x, y, z) =


1 + z2 −xy xz

−xy 1 + x2 −yz

xz −yz 1 + y2

 (5.1.2)

b(x, y, z) = (x, y, z) (5.1.3)

c(x, y, z) = 0. (5.1.4)
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The loading term is obtained by replacing the data in (2.1.1). Random Voronoi meshes (Figure

5.1.3) of increasing number of elements are used to verify convergence rates for RT-VEM and BDM-

VEM of orders 0 to 4 and 1 to 4 respectively, where color indicates number of faces (blue represents

nf ≥ 10.). These are given Figure 5.1.4. It can be seen that a �ner mesh is require to obtain the

optimal rates of asymptotic convergence, which is expected for several reasons: randomly generated

meshes mean that the mesh parameter h, which is dominated by one single element with the largest

diameter, may not decrease uniformly with element number and due to this a re�ned mesh may

be coarser than its predecessor mesh in some areas. Furthermore, non constant coe�cients make

the load term more complex, which requires higher accuracy when approximating it by numerical

integration. In addition, since the coe�cients are non constant and the mesh is not uniform, it

becomes mandatory to fully compute the sti�ness matrix for each single element, in contrast with

the previous example. Finally, 3D computations are always much more expensive than 2D ones.

For these reasons and the fact that higher orders are rarely used in actual applications, convergence

is only shown for elements with k ≤ 2 (Figure 5.1.4). Results show convergence rates approximating

the expected values with some oscillations, with some elements underperforming and others showing

superconvergence. Finer meshes are likely to produce a more stable convergence rate, more similar

to the expected theoretical value.
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Figure 5.1.2: Convergence rates for a problem with polynomial solution
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5.2 Pure DFN problems

In this section we consider problems in which only the planar fracture network is taken into account.

Only a brief presentation is provided. For a more complete treatment of this setting refer to [16],

were 2D convergence rates for benchmark problems were obtained.

5.2.1 DFN6: Exact solution

This problem consists of a 6 fracture network, where an incoming unitary �ow per unit length

is applied on the left side fracture 1 and a null pressure on the right side of fracture 5. Due to

the geometry, the problem has an exact solution which is easily obtainable considering that the

DFN can be thought of as a series of 1 dimensional �ow pipes. Therefore, it is expected that

the solution will be piecewise linear within each fracture with constant velocity �eld, so that the

problem can be solved exactly with VEM elements which are at least linear in the pressure and

constant in the velocity (e.g. BDM1-VEM,RT1-VEM). Figure 5.2.1 shows the geometry and mesh

of the problem with the pressure head solution, while 5.2.2 shows the obtained velocity �eld and

boundary conditions. Since the network is small, it is useful to provide a graphic showing the path

that the �ux takes through the network (Figure 5.2.3) where each arrow represents the exchange

between fractures. As mentioned before, the mixed formulation has the advantage of strongly

imposing perfect mass conservation, and it can be seen that the total incoming and outgoing �ux

is the same since there are no sinks nor sources inside the network.
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Figure 5.2.3: Flux path on a 6 fracture DFN

5.2.2 Complex DFN

This 36-fracture network contains one source fracture where a net incoming �ux of 1000 is applied.

All other boundaries are considered isolated except for a single sink border, where pressure is set

to 0. The di�usion coe�cient is set to 1. The intersection between fractures gives rise to 65 traces,

and remembering that the discretization is globally in H(div), mass conservation is satis�ed within

numerical accuracy. The discrete solution of the pressure head obtained with order 1 RT-VEM

is presented in Figure 5.2.4 and in Figure 5.2.5 for the velocity �eld. Table 5.2.1 shows the �ux

exchange for the whole network.
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Table 5.2.1: Flux exchange for DFN36 problem



Chapter 5. Numerical results 49

5.3 Combining 2D and 3D elements

The main results for this chapter involve the computation of the complete pressure and velocity

�elds across the whole domain which comprises 3D elements and planar fractures.

5.3.1 Domains with a single fracture

5.3.1.1 Benchmark problem with exact solution

In order to assess the method in the presence of 3D-2D interaction, a benchmark problem with

exact solution is analysed. The 3D domain, Ω3, is the cube [−1, 1]3 while the domain for the single

fracture is F1 = {(x, y, z) : z = 0.5,−1 ≤ x ≤ 1,−1 ≤ y ≤ 1}. The problem will be a pure Darcy

�ow, i.e. constant (unitary) di�usion coe�cient with neither convection nor reaction term for both

matrix and fracture. The problem geometry is presented in Figure 5.3.1. The global solution for
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Figure 5.3.1: Geometry for a cube with a single fracture

the pressure was chosen to be of the lowest possible polynomial order. In fact, any exact solution

of a problem with non-zero �ux exchange between 2D and 3D elements will be of order at least 3,

since the simplest possible jump in �ux (constant jump) gives rise to a second order solution in the

fracture, but has to be increased in order by one in the normal direction to include jump in the

normal �ux in Ω3. The formula for the pressure is:

P (x, y, z) =

 2
3(1− x2)(z + 1) −1 ≤ z < 0.5

(1− x2)− (z − 1
2)(4

3 + 2
3x

2) 0.5 ≤ z ≤ 1
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which is continuous in the whole domain, corresponding to an in�nite permeability between matrix

and fracture. The velocity variable is

u(x, y, z) =


{
−4

3x(1 + z), 0, 2
3(1− x2)

}
−1 < z < 0.5{

−2x− 4
3x(z − 1

2), 0,−4
3 −

2
3x

2)
}

0.5 < z ≤ 1

At z = 0.5, the vertical component of the velocity variable is not continuous. In fact,

Ju(x, y, z) · (0, 0, 1)Kz= 1
2

=

{
−4

3
x(1 +

1

2
), 0,

2

3
(1− x2)

}
· {(0, 0, 1)}+{

−2x− 4

3
x(

1

2
− 1

2
), 0,−4

3
− 2

3
x2

}
· {(0, 0,−1)}

=
2

3
(1− x2)− (−4

3
− 2

3
x2) = 2

This is coherent with the solution of the problem in F1, which is given by PF1(x, y) = 1− x2, since

its loading term representing the incoming mass contribution from the 3D domain is −∆PF1(x, y) =

2 = Ju(x, y, z) · (0, 0, 1)Kz= 1
2
. Non-homogeneous Dirichlet boundary conditions are applied on the

borders of the 3D and 2D domains, as well as the corresponding loading term for Ω3. Note that the

load term for F1 arises from the coupling between dimensions and there is no need to provide it.

The exact and discrete solution for the pressure head represented as slices of the domain including

the fracture plane are compared in Figure 5.3.2 for order RT3-VEM, showing that the solution is

attained within numerical accuracy, in bot the 3D domain as well as in the fracture.

5.3.1.2 Unidirectional �ow

The geometry of the problem consists of the rock matrix Ω3 = {(x, y, z) : −2 ≤ x ≤ 2,−1 ≤ y ≤ 1,−1 ≤ z ≤ 1}

and the single fracture F1 = {(x, y, z) : x = 0}, as shown in Figure 5.3.3 for a mesh of 20 polyhedral

elements before the cut. An incoming �ux of 1/4 is applied to the left boundary while pressure is

�xed at 0 for the right boundary. All other boundaries are isolated (no normal �ux) so that the total

�ux entering is through the left boundary is one quarter of the area of the face, yielding 1. Unitary

permeability is considered for both the matrix and the fracture. However, due to the expected

result of a unidirectional �ow from left to right, no �ux �eld will be present in the fracture since

�ux will completely pass through it. Finally, the pressure of the problem will be dependent on η1,

the normal permeability between F1 and Ω3. For this case, η1 = 2 is taken so a jump in pressure is

expected on either side of the fracture since global continuity of pressure is only imposed when the

permeability is arbitrarily high. The problem was solved using order 1 elements, since they capture
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Figure 5.3.2: Exact and discrete solution for a cube with a single fracture (above) and discrete
solution on F1 (below)

the exact solution given that the pressure variation is linear. Pressure results are given in Figure

5.3.4, where the mesh was exploded to show the constant pressure on F1, indicating that there is no

2-dimensional �ow present. The jump in pressure is consistent with the coupling conditions (2.2.2)

since it is satis�ed that

1 = (u3
+ · n̂1)|LFace| = η1(P 3

+|F1 − P 2,1) = 2(1.5− 1) = 1

−1 = (u3
− · n̂1)|LFace| = η1(P 3

−|F1 − P 2,1) = 2(0.5− 1) = −1.

5.3.2 Complex embedded DFN

5.3.2.1 Matrix+DFN6

This problem revisits the DFN presented in Section 5.2.1, but now including the interaction with

the surrounding rock matrix whose geometry is Ω3 = [−1, 1]3. The same boundary conditions are
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Figure 5.3.3: Geometry and mesh for the Unidirectional �ow problem (left). Velocity �eld (right)
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Figure 5.3.4: Pressure �eld

imposed on the system, namely, a incoming �ux on the source fracture and a null pressure on the

sink fracture. The boundary of the rock matrix is considered fully isolated. The permeability data

is 1 for all fractures and the rock permeability is 0.1, i.e. κ3D

κ2D
= 0.1. This is a very di�erent

condition from considering impervious rock matrix as before. The normal permeability ηr will be

set to 1/2 for r = 1, ...6, so that a jump in pressure is visible between fractures and rock matrix.

The problem was solved using RT2-VEM elements with 160 3D elements with 7824 DOFs and 116

2D elements with 2341 DOFs, showing how much more demanding is a hybrid problem with respect

to a pure DFN problem from a computational point of view.

The pressure and velocity �elds are shown in Figures 5.3.5 and 5.3.6 respectively. The �rst

graphic had some elements removed to show the underlying DFN, while in the second it can be seen

that there is a �ux leaving the fractures (blue arrows), that is due to the somewhat comparable

permeability of the matrix that provides new paths from source to sink boundaries. Once again the

�ux chart is provided (Figure 5.3.7) where now the �ux exchange between matrix and fractures is
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represented. It can be concluded that the in�uence of the rock matrix in the analysis is considerable,

and should not be disregarded when the permeabilities are only one order of magnitude apart.

Figure 5.3.5: Pressure head solution for the problem Matrix+DFN6

Figure 5.3.6: Global velocity �eld for the problem Matrix+DFN6

5.3.2.2 Matrix+DFN10

In this problem, a DFN of 10 fractures and 38 traces is embedded into a matrix whose domain

is Ω3 = [−1, 1]3 as shown in Figure 5.3.8 where fractures are depicted in blue. The pressure is
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Figure 5.3.7: Flux path on a 6 fracture DFN embedded in the rock matrix, with κ3D

κ2D = 0.1

prescribed as P = 1 on z = 1, P = 0 on z = −1 and isolated boundaries for the other 4 faces. The

starting point for the discretization is a polyhedral mesh comprised of 100 elements, which, after 10

successive cuts, one for each fracture, results in the �nal mesh (Figure 5.3.9). 10 can be seen as a

very low number of fractures to discretize a network, which can amount to thousands of fractures.

However, even this relatively contained example, the demand for computational power is very high.

Not only that, the production of this globally conforming mesh that includes the planes is very

demanding as well, and the resulting mesh contains a plethora of very badly shaped elements with

many undesirable features such as: small angles, faces and edges, large discrepancies in size between

adjacent elements, collapsing nodes, etc. It would be much more expensive to solve this problem

with a conforming Finite Element mesh made up of the usual shapes (tetrahedra, piramids, wedges,

and hexahedra) that will require very small element sizes to provide an acceptable mesh. However,

VEM has been shown to be very robust to mesh distortion and the versatility of allowing arbitrary

polyhedral shapes greatly simpli�es the meshing process.

For the study of the problem,the settings considered are: a ratio between permeabilities of

κ3D

κ2D
= (10)−7, and ηr = 10 for r = 1, ..., 10, so that there will be a jump in pressure across

fractures and the �ux will be mainly DFN-dominated, except in the zones where the �ux has no

other alternative to arrive to the bottom than through the matrix. The problem was solved using

RT0-VEM, RT1-VEM and RT2-VEM, whose details of discretization are provided in Table 5.3.1.

In the next Figures the results of the analysis are presented: The global pressure and the
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Figure 5.3.8: 10 fracture DFN with embedded DFN

Figure 5.3.9: Final VEM mesh for the problem Matrix+DFN10, exploded and sliced for clarity.
Fracture planes are shown in black

velocity �eld are shown in 5.3.10 while the pressure and (normalized) velocity �eld for a particular

fracture (F6) in 5.3.11, for RT2-VEM. The latter Figure clearly shows the jump in the co-normal

derivative of the solution across a trace, showing �ux exchange between fractures.

Some conclusions can be taken from this problem: the solution of the problem is highly

dependent on the fracture distribution, as expected. In fact, �ux is greatest on fractures that
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Element Type #Elements #3D DOFs #2D DOFs

3D 2D Flux Pressure Flux Pressure

RT0-VEM 748 1016 3648 748 2941 1016

RT1-VEM 748 1016 15432 2992 8930 3048

RT2-VEM 748 1016 36848 7480 16951 6096

Table 5.3.1: Data for the discretization for the problem Matrix+DFN10
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Figure 5.3.10: Global Pressure head (left) and velocity �eld (right) solution

Figure 5.3.11: Pressure head (above) and velocity �eld (below) solution for F6

are almost vertical and provide the least-e�ort path between boundaries with prescribed pressure

conditions. The relative permeability between rock matrix and fractures will in�uence the results

considerably, unlike the orthogonal permeability η that does not seem to in�uence the results very

much besides penalizing the lack of continuity of pressure between 3D and fractures. In addition,

taking into account the rock matrix in the model makes it signi�cantly more expensive to solve, and
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should be avoided whenever the rock permeability is low enough such that the problem is mainly

DFN-dominated. Furthermore, the method was very robust and is a�ected very little by mesh

quality. Finally, global conservation of �ux provides very reliable results for the �ux variable, even

for the lowest order elements.



Chapter 6

Conclusions

A mixed Virtual Element formulation for 2D and 3D domains for solving elliptic partial di�erential

equations was explored in this work. A summary of the main theoretical results as well as the

main ideas of the method were included. Details about its implementation were given a thorough

treatment for various arbitrary discretization order. Many results were provided, including patch-

tests and benchmark problems for the pure 3D case and examples of pure 2D DFN. Furthermore,

numerical experiments involving the combination of 3D and 2D elements representing embedded

fractures in a solid matrix have shown the viability of the method. In particular, whereas the

primal formulation guarantees continuity of pressure head, the mixed formulation has the property

of being completely conservative, which is a more desirable characteristic in �ux computations.

Some generalizations of the approach are clearly possible and most de�nitively within easy reach.

For instance, including 1D elements to represent �ux on traces as well as requiring �ux balance on

the points de�ned by traces intersection. It should also be straightforward to generalize the approach

to second order elliptic problems. Additionally, time-dependent problems should pose no problem

and follow standard procedure once the mass and sti�ness matrix for the VEM discretization are

obtained. From a computational point of view, the method shows potential for parallelization,

since each dimension of the problem can be computed independently (even in parallel themselves)

and the coupling between dimensions can be added once the respective sti�ness matrices have been

computed. In conclusion, the Mixed Virtual Element method shows a lot of promise for the study

of geometrically complex hibrid dimensional �ow problem.
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Appendix A

A.1 Basis for polynomials spaces

Tables A.1.1 and A.1.2 list all polynomials comprising the space of gradients and its complement.

Figure A.1.1 is an schematic representation of Pascal's pyramid, which contains the ordering of the

polynomials used in the implementation of the method. x, y and z should be understood as (x−x0)
d ,

(y−y0)
d and (z−z0)

d , where the subscript 0 indicates the barycenter of the element a d its diameter.
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Table A.1.1: Decomposition of spaces G0,1,2,3

k # ∇Pk+1 (∇Pk+1)
⊕

0 1 (1, 0, 0)
1
dE

2 (0, 1, 0)
3 (0, 0, 1)

1 4 (2x, 0, 0)
1

(dE)2
5 (y, x, 0)

6 (0, 2y, 0)
7 (0, z, y)
8 (0, 0, 2z)
9 (z, 0, x)

1
dE

10 (y,−x, 0)
11 (z, 0,−x)
12 (0, z,−y)

2 13
(
3x2, 0, 0

)
1

(dE)3
14

(
2xy, x2, 0

)
15

(
y2, 2xy, 0

)
16

(
0, 3y2, 0

)
17

(
0, 2yz, y2

)
18

(
0, z2, 2yz

)
19

(
0, 0, 3z2

)
20

(
z2, 0, 2xz

)
21

(
2xz, 0, x2

)
22 (yz, xz, xy)

1
(dE)2

23
(
xy,−2x2, 0

)
24

(
−2y2,−xy, 0

)
25 (yz, 0,−xy)
26

(
0, yz,−2y2

)
27

(
0, 2z2, yz

)
28 (xz, 0,−2x)
29 (0, xz,−xy)
30

(
−2z2, 0, xz

)

k # ∇Pk+1 (∇Pk+1)
⊕

3 31
(
4x3, 0, 0

)
1

(dE)4
32

(
3x2y, x3, 0

)
33

(
2xy2, 2x2y, 0

)
34

(
y3, 3xy2, 0

)
35

(
0, 4y3, 0

)
36

(
0, 3y2z, y3

)
37

(
0, 2yz2, 2y2z

)
38

(
0, z3, 3yz2

)
39

(
0, 0, 4z3

)
40

(
z3, 0, 3xz2

)
41

(
2xz2, 0, 2x2z

)
42

(
3x2z, x2z, x3

)
43

(
2xyz, x2z, x2y

)
44

(
y2z, 2xyz, xy2

)
45

(
yz2, xz2, 2xyz

)
1

(dE)3
46

(
x2y,−3x3, 0

)
47

(
xy2,−x2y, 0

)
48

(
y3, −1

3 xy
2, 0
)

49
(
y2z, 0,−xy2

)
50

(
0, y2z,−3y3

)
51

(
0, yz2,−y2z

)
52

(
0, z3, −1

3 yz
2
)

53
(
−yz2, xz2, 0

)
54

(
−3z3, 0, xz2

)
55

(
x2z, 0,−3x3

)
56

(
0, x2z,−x2y

)
57

(
−xz2, 0, x2z

)
58

(
xyz, 0,−2x2y

)
59

(
0, xyz,−2xy2

)
60

(
−2yz2, 0, xyz

)
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Table A.1.2: Decomposition of spaces G4,5

k # ∇Pk+1

(
∇Pk+1

)⊕
4 61

(
5x4, 0, 0

)
1

(dE)5
62

(
4x3y, x4, 0

)
63

(
3x2y2, 2x3y, 0

)
64

(
2xy3, 3x2y2, 0

)
65

(
y4, 4xy3, 0

)
66

(
0, 5y4, 0

)
67

(
0, 4y3z, y4

)
68

(
0, 3y2z2, 2y3z

)
69

(
0, 2yz3, 3y2z2

)
70

(
0, z4, 4yz3

)
71

(
0, 0, 5z4

)
72

(
z4, 0, 4xz3

)
73

(
2xz3, 0, 3x2z2

)
74

(
3x2z2, 0, 2x3z

)
75

(
4x3z, 0, x4

)
76

(
3x2yz, x3z, x3y

)
77

(
2xy2z, 2x2yz, x2y2

)
78

(
y3z, 3xy2z, xy3

)
79

(
y2z2, 2xyz2, 2xy2

)
80

(
yz3, xz3, 3xyz2

)
81

(
2xyz2, x2z2, 2x2yz

)
1

(dE)4
82

(
−3yz3, 0, xyz2

)
83

(
−2yz2, xyz2, 0

)
84

(
xyz2,−2x2z2, 0

)
85

(
−2y2z2, 0, xyz2

)
86

(
0, xy2z,−3xy3

)
87

(
xy2z, 0,−2x2y2

)
88

(
0,−2x2z2,−2x2y2

)
89

(
0, x2yz, x2yz

)
90

(
x2yz, 0,−2x2y2

)
91

(
−2x2z2, 0, 3x3z

)
92

(
0, x3z,−3x3y

)
93

(
x3z, 0,−4x4

)
94

(
−3xz3, 0, 2x2z2

)
95

(
−4z4, 0, xz3

)
96

(
−yz3, xz3, 0

)
97

(
0, 4z4,−yz3

)
98

(
0, 3yz3,−2y2z2

)
99

(
0, 2y2z2,−3y3z

)
100

(
0, y3z,−4y4

)
101

(
y3z, 0,−3xy3

)
102

(
4y4,−xy3, 0

)
103

(
3xy3,−2x2y2, 0

)
104

(
2x2y2,−3x3y, 0

)
105

(
x3y,−4x4, 0

)

k # ∇Pk+1

(
∇Pk+1

)⊕
5 106 (6x5, 0, 0)
1

(dE)6
107 (5x4y, x5, 0)

108 (4x3y2, 2yx4, 0)

109 (3x2y3, 3x3y2, 0)

110 (2xy4, 4x2y3, 0)

111 (y5, 5xy4, 0)

112 (0, 6y5, 0)

113 (0, 5y4z, y5)

114 (0, 4y3z2, 2zy4)

115 (0, 3y2z3, 3y3z2)

116 (0, 2yz4, 4y2z3)

117 (0, z5, 5yz4))

118 (0, 0, 6z5)

119 (z5, 0, 5xz4)

120 (2xz4, 0, 4x2z3)

121 (3x2z3, 0, 3x3z2)

122 (4x3z2, 0, 2zx4)

123 (5x4z, 0, x5)

124 (4x3yz, x4z, x4y)

125 (3x2y2z, 2yx3z, x3y2)

126 (2xy3z, 3x2y2z, x2y3)

127 (y4z, 4xy3z, xy4)

128 (y3z2, 3xy2z2, 2zxy3)

129 (y2z3, 2yxz3, 3xy2z2)

130 (yz4, xz4, 4xyz3)

131 (2xyz3, x2z3, 3x2yz2)

132 (3x2yz2, x3z2, 2zx3y)

133 (2xy2z2, 2yx2z2, 2zx2y2)
1

(dE)5
134 (0,−3x2z3, x2yz2)

135 (0, x2yz2,−x2y2z)

136 (x2yz2,−3x3z2, 0)

137 (−4yz4, 0, xyz3)

138 (−2y2z3, xyz3, 0)

139 (xyz3,−2x2z3, 0)

140 (−3y2z3, 0, xy2z2)

141 (−3y3z2, xy2z2, 0)

142 (xy2z2, 0,−x2y2z)

143 (−2y3z2, 0, xy3z)

144 (0, xy3z,−4xy4)

145 (xy3z, 0,−2x2y3)

146 (0, x2y2z,−3x2y3)

147 (x2y2z, 0,−3x3y2)

148 (0,−2x3z2, x3yz)

149 (0, x3yz,−2x3y2)

150 (x3yz, 0,−4x4y)

151 (−x3z2, 0, 2x4z)

152 (0, x4z,−x4y)

153 (x4z, 0,−5x5)

154 (−x2z3, 0, x3z2)

155 (−2xz4, 0, x2z3)

156 (−5z5, 0, xz4)

157 (−yz4, xz4, 0)

158 (0, 5z5,−yz4)

159 (0, 2yz4,−y2z3)

160 (0, y2z3,−y3z2)

161 (0, y3z2,−2y4z)

162 (0, y4z,−5y5)

163 (y4z, 0,−xy4)

164 (5y5,−xy4, 0)

165 (2xy4,−x2y3, 0)

166 (x2y3,−x3y2, 0)

167 (x3y2,−2x4y, 0)

168 (x4y,−5x5, 0)
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